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Figure 1: Liquid injected toward a statue of Venus generates a complex splash. Simulation was carried out with a 192 × 96 × 64 regular
grid, and surface tracking was performed with a 768 × 384 × 256 octree grid.

Abstract

This paper presents a novel framework for simulating the stretch-
ing and wiggling of liquids. We demonstrate that complex phase-
interface dynamics can be effectively simulated by introducing the
Eulerian vortex sheet method, which focuses on the vorticity at the
interface (rather than the whole domain). We extend this model to
provide user control for the production of visual effects. Then, the
generated fluid flow creates complex surface details, such as thin
and wiggling fluid sheets. To capture such high-frequency features
efficiently, this work employs a denser grid for surface tracking in
addition to the (coarser) simulation grid. In this context, the pa-
per proposes a filter, called the liquid-biased filter, which is able to
downsample the surface in the high-resolution grid into the coarse
grid without unrealistic volume loss resulting from aliasing error.
The proposed method, which runs on a single PC, realistically re-
produces complex fluid scenes.

CR Categories: I.3.7 [Computing Methodologies]: Computer
Graphics—Three-Dimensional Graphics and Realism;

Keywords: fluid animation, level set method, Eulerian vortex
sheet method, surface tracking

1 Introduction

We are frequently exposed to snapshots on billboards and slow-
motion pictures in TV commercials showing volumes of liquid that
stretch into a sheet, wiggle, and then break into droplets. This
beautiful, complex phenomenon results from liquid–air interfacial
effects such as force instabilities, and other inter-medium inter-
actions. This paper is concerned with reproducing such phenom-
ena in the context of visual effects. To this end, the paper adopts
physically-based approaches, but aims to develop a controllable,
viable method.

Physics-based simulation of three-dimensional liquids essentially
samples physical quantities using discrete grids [Foster and Fedkiw
2001; Enright et al. 2002], particles [Müller et al. 2003; Premože
et al. 2003], or a hybrid of both [Song et al. 2007; Losasso et al.
2008]. While the above solvers produce plausible results when
they are applied to large bodies of liquid (compared to the grid size
and/or inter-particle distance), they often produce overly damped or
dissipated results when they are used to generate wiggling/tearing
of liquid sheets. We believe that this limitation can be alleviated
by tailoring the solvers such that liquid–air interfacial effects are
accounted for through dynamic simulation and capturing of the re-
sulting surface to a satisfactory extent.

In this paper, we propose a novel method for simulating liquid–air
interfacial effects. Our method consists of two major components:
(1) a controllable Eulerian vortex sheet model, and (2) a liquid-
biased filter. The Eulerian vortex sheet model of Herrmann [2003;
2005] focuses on the interface (rather than the whole volume) in the
simulation of complex interface dynamics. We extend this model
so that the vortex around the liquid surface can be controlled as de-
sired. With the above method, we are able to generate detailed fluid
motion around the liquid surface without expensive computational
cost. Also, when the wiggling and stretching feature of the liq-
uid surface appears which contains high-frequency modes, denser
mesh should be applied according to the Nyquist limit. However,



denser meshing implies higher cost, especially for solving linear
system during the computation of incompressible flow. This work
uses denser grids only for the purpose of capturing interfacial sur-
faces, in addition to the (coarser) simulation grids. In this setup,
we develop a new filter that shows superior capturing performance
for thin liquid volumes, so that unrealistic aliasing error can be re-
moved.

Figure 1 demonstrates that the proposed method can realistically
reproduce violent, complicated break-up events. We note that, on a
single PC, the simulation took 8 to 120 seconds to advance a sin-
gle frame; advection was performed using linear semi-Lagrangian
interpolation in all of the experiments in this paper.

2 Related Work

The stable fluids framework introduced by Stam [1999] is an impor-
tant innovation in the field of fluid animation. The implicit pressure
projection and semi-Lagrangian advection used in this framework
enable us to take large time-steps without blowing up the simula-
tion. Foster and Fedkiw [2001] demonstrated that the stable fluids
framework, when combined with the level set method, can be used
for liquid animation. In other work, some researchers resorted to
multi-phase dynamics for liquid animation [Song et al. 2005; Hong
and Kim 2005; Losasso et al. 2006].

Realism has been a constant issue in fluid simulation. Noting
that vorticity is an important element in realistic fluid movements,
Fedkiw et al. [2001] introduced the vorticity confinement method,
which detects and explicitly models the curly components in fluid
flows. Selle et al. [2005] reproduced turbulent smoke/liquid move-
ments by introducing the vortex particle method. A procedural ap-
proach (called curl noise) to generate vorticity was proposed by
Bridson et al. [2007]. Recently, several turbulence-based meth-
ods have been presented to resolve sub-cell vorticities [Kim et al.
2008b; Schechter and Bridson 2008; Narain et al. 2008]. Accurate
advection is critical for realistic fluid simulation. Several high-order
advection schemes also have been proposed, including the back and
forth error compensation and correction (BFECC) method [Kim
et al. 2007], MacCormak scheme [Selle et al. 2008], and con-
strained interpolation profile (CIP) methods [Song et al. 2005; Kim
et al. 2008a].

In the simulation of a liquid, surface tracking performance is an-
other major factor in obtaining realistic results. After the introduc-
tion of the level set method by Foster and Fedkiw [2001], Enright
et al. [2002] proposed the particle level set method to improve the
surface tracking accuracy. The particle level set method was ex-
tended to derivative particles [Song et al. 2007] and the marker
level set [Mihalef et al. 2007]. Surface tracking quality can also
be enhanced by using grids of higher resolution; this idea formed
the basis for various adaptive data structures, including the oc-
tree [Losasso et al. 2004], semi-Lagrangian contouring [Bargteil
et al. 2006], lattice-based tetrahedral meshes [Chentanez et al.
2007], and the hierarchical RLE grid [Houston et al. 2006].

In addition to the above grid-based methods, particle-based fluid
solvers have also been actively studied. Müller et al. [2003] in-
troduced smoothed particles hydrodynamics (SPH), and Premože
et al. [2003] introduced the moving particles semi-implicit method
(MPS) to the graphics community. Zhu and Bridson [2005] intro-
duced the fluid implicit particle (FLIP) method to reduce numeri-
cal dissipation of a grid-based advection solver. Recently, Adams
et al. [2007] presented the adaptive SPH method, and Solenthaler
and Pajarola [2009] introduced Predictive-Corrective Incompress-
ible SPH scheme to increase the stability of the particle solver. To
exploit the advantages of both grid-based and particle-based meth-
ods, Lossaso et al. [2008] and Hong et al. [2008] coupled the level

set and SPH frameworks.

3 Basic Fluid Solver

The method proposed in this paper is based on the stable fluids
solver and the level set method. This section briefly describes this
basic solver and lists the equations that form the groundwork for
deriving the proposed method.

3.1 Level Set Method

The level set method is a popular technique for tracking liquid sur-
faces. Level set φ is a signed-distance function such that |∇φ| = 1
for all domains and the interface is defined at φ = 0. Due to this
property, we can easily obtain the surface normal n = ∇φ/|∇φ|,
and mean curvature κ = ∇·n. In the level set framework, a surface
integral can be transformed to a volume integral with

∫

Γ

f(s)ds =

∫

V

f(x′)δ(φ(x′))|∇φ(x′)|dx′, (1)

where δ is the smeared delta function

δ(x) =
{ 1

2e + 1
2e cos(πx

e ) if |x| ≤ e
0 if |x| > e. (2)

We can generate a certain quantity ψ extrapolated along the direc-
tion normal to the liquid surface by imposing the condition [Foster
and Fedkiw 2001]

∇ψ · ∇φ = 0, (3)

which is one of the Eikonal equations and can be solved efficiently
using the fast marching method (FMM) [Sethian 1999].

Now we explain how to evolve the interfacial surface under the flow
field. When the velocity field is given by u, the level set field can
be updated by solving

φt + u · ∇φ = 0. (4)

The above level set advection equation can be solved using the
semi-Lagrangian method [Stam 1999; Foster and Fedkiw 2001].
Since numerical diffusion can cause a significant loss of mass, in
this work we employed the particle level set method (PLS) of En-
right et al. [2002]. After evolving the surface, we perform FMM
once again to ensure the signed-distance property.

3.2 Incompressible Flow

In this paper, we assume inviscid incompressible free-surface flow
when modeling the liquid dynamics. Incompressible Euler equa-
tions are given by the momentum conservation equation

ut + (u · ∇)u + ∇p = f (5)

and the mass conservation equation

∇ · u = 0, (6)

where u and p represent the velocity and pressure, respectively.
The term f represents external forces, such as gravity or the vor-
ticity confinement force [Fedkiw et al. 2001]. We solve the above
equations using the fractional step method of Stam [1999], in which
a Poisson equation is solved under divergence-free conditions to
obtain the pressure, which is then used to project the intermediate
velocity field into a divergence-free field.



For simulating the liquid, we use a free-surface model in which
atmospheric pressure is assumed to be constant (p|φ>0 = patm).
This condition is reflected in the simulator as a Dirichlet bound-
ary condition at the liquid–air interface. Under this condition, we
solve the free-surface flow using the ghost fluid method [Gibou
et al. 2002]. Since the free-surface model does not simulate the
fluid flow of air, the velocity at the interface should be extrapolated
to the air region using equation (3) [Foster and Fedkiw 2001].

In the following two sections, we describe the two main methods
proposed in this paper. First, we introduce the Eulerian vortex sheet
method and extend it to make the technique controllable. Second,
we present a liquid-biased filter in the context of super-sampled
surface tracking that is targeted to not missing thin liquid structures.

4 Controllable Eulerian Vortex Sheet Model

As a liquid evolves, motion of the surface is affected by the sur-
rounding air. When a liquid stretches into a thin sheet, this inter-
action force becomes more dominant and often causes the liquid
to wiggle or break into droplets. One approach that could poten-
tially be used to simulate such situations is the multi-phase method,
which can reflect the presence of air by assigning jump conditions
to the density and viscosity at the air–liquid interface [Hong and
Kim 2005]. Except for the surface tension, however, the multi-
phase method does not handle the phase interface explicitly. Al-
though the phase-interaction is highly concentrated at the interface,
the multi-phase method treats the entire domain uniformly. Only
density and viscosity are the related variables, but they are not di-
rectly involved in the deformation of the surface. In this context, it
is worth considering the Eulerian vortex sheet method, which ex-
plicitly focuses on the liquid surface rather than the whole domain.

The vortex sheet method assumes that vorticity ω = ∇ × u is
concentrated at the liquid–air interface. The phase interface itself
constitutes a vortex sheet with varying vortex sheet strength. For
the three-dimensional case, vortex sheet strength η can be approxi-
mated at the interface Γ by [Herrmann 2003]

η = n × (u+ − u−)|Γ, (7)

where u± is the velocity at φ±. Note that η is a three-dimensional
vector quantity. The above equation implies that the vortex sheet
strength is a jump condition for the tangential component of the ve-
locity across the interface. Combining the above equation with the
Euler equations, the transport of the vortex sheet can be expressed
as

ηt +u ·∇η = −n×{(η×n) ·∇u}+n{(∇u ·n) · η}+S. (8)

The derivation and a detailed explanation of this equation can be
found in the works of Tryggvason [1988] and Pozrikidis [2000].
Here, the left-hand side of the equation is related to the advec-
tion of the vortex sheet strength η, and the terms in the right-hand
side represent the effects of stretching, dilatation, and extra sources.
This equation is valid only at the interface since η is defined on the
surface. However, for numerical simulation, in the vicinity of the
surface, η is extrapolated along the surface normal direction using
equation (3).

In the original vortex sheet equation of Pozrikidis [2000], S consists
of the surface tension and baroclinity terms. Since we compute sur-
face tension more accurately [Enright et al. 2003], we ignore the
surface tension for now. Pozrikidis [2000] uses the baroclinity term
2An× (a− g), where A = (ρ− − ρ+)/(ρ− + ρ+) is the Atwood
number, a is the average convective acceleration at the interface,
and g = −9.8̂j is the acceleration due to gravity. The baroclinity
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Figure 2: Liquid drop simulation demonstrating the effect of the
vortex sheet method. (a) the initial setup. (b) the result of the free-
surface simulation without the vortex sheet method. (c) the baro-
clinity effect generated by the vortex sheet method. (d) the result of
the vortex sheet simulation with ambient noise.

term accounts for interfacial effects such as the Rayleigh–Taylor in-
stability [Tryggvason 1988], which arise due to the density differ-
ence between liquid and air. In adopting the vortex sheet method,
we use the source term

S = bAn × (a − g), (9)

where b is a parameter used to control the magnitude of this effect.
We set b to a value between 1 and 2 in this work.

Solving equation (8) gives the vortex sheet strength η over the liq-
uid surface. We now show how to calculate the velocity with this
information. First, we can calculate vorticity ω from η with

ω(x) =

∫

Γ

η(s)δ(x− x(s))ds. (10)

The above equation can be rewritten as a volume integral (see equa-
tion (1))

ω(x) =

∫

V

η(x′)δ(x− x′)δ(φ(x′))|∇φ(x′)|dx′. (11)

The conventional approach to computing the velocity from the vor-
ticity ω is to use the stream function ∇2ψ = ω, and then compute
u = ∇×ψ. For controllability, however, the present work employs
a local correction method that is similar to the method of Selle et
al. [2005].

With the vorticity computed from equation (11), we apply vorticity
confinement to the velocity field. Letting N = ∇|ω|/|∇|ω||, the
vorticity confinement force can be written as

fv(x) = αh(N × ω), (12)

where h is the size of the grid cell, and α is the control parameter
for the vorticity confinement force. Simulation of a single time step
is completed by augmenting the external force term of equation (5)
with the confinement force. We use the semi-Lagrangian scheme
for the advection term in equation (8). All other terms are dis-
cretized with second-order central difference, and first-order Euler
integration is used for time-marching. In implementing the vortic-
ity confinement, we blend the interface-concentrated vorticity ω of
equation (11) using a truncated Gaussian kernel [Selle et al. 2005].
We used a kernel width of 10h.

A nice feature of the vortex sheet formulation, which we take ad-
vantage of in the context of visual effects production, is that the
interface dynamics are explicitly expressed as a source term. In-
spired by Herrmann [2003] and Bridson et al. [2007], we exploit
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Figure 3: Aliasing in the simulation grid. (a) the surface sampled
with a dense grid. (b) the same surface downsampled with a coarse
grid. (c) the surface downsampled with the liquid-biased filter (red
line) overlayed with the surface in (a) (dotted line).

this feature to generate turbulence effects. To do so, we replace η
in equation (11) with η̂ = η(1 + TΦ). Here, T is the projection
operator and Φ is the ambient vector noise, which is generated us-
ing the Perlin noise algorithm [Perlin 1985]. Operator T projects
this noise to the tangential plane of the surface, since vortex sheet
strength should be orthogonal to the surface normal .

Figure 2 demonstrates the effects of the vortex sheet method
through the example of dropping a single large water ball. When
the dropping ball is simulated using the free-surface model without
the vortex sheet method, the ball is simply translated in the direction
of gravity (Figure 2 (b)). When the baroclinity effect is added, the
interface of the ball winds up due to the density difference between
the two different media. Figure 2 (c) shows the result when b = 1,
and Figure 2 (d) shows the result when ambient noise is added to
(c). The introduction of ambient noise adds visual complexity to
the liquid surface.

In this section we adopted the vortex sheet model for effective han-
dling of the interfacial dynamics. In the process, several exten-
sions were made for visual effects production. The extended vortex
sheet model now has three control variables, namely b, α, and Φ,
which can be used to control the extent of liquid–air interaction,
the strength of the vortices, and the ambient noise, respectively. In
the following section, we describe how to capture the rich details of
liquid surface generated by the vortex sheet model efficiently.

5 Surface Tracking with Super-sampling

Performing surface tracking on a higher-resolution grid can in-
crease visual realism of the simulation without introducing too
much extra cost. Goktekin et al. [2004] found that using a higher
resolution grid for surface tracking can reduce volume loss signifi-
cantly. Bargteil et al. [2006] pioneered the use of higher resolution
octree grids for surface tracking. Recently, Wojtan and Turk [2008]
embedded a high-resolution grid into a coarser grid in finite ele-
ment method (FEM) simulations, and used the resulting formalism
to simulate thin structures of a viscoelastic fluid.

As noted by Lossaso et al. [2004] and Bargteil et al. [2006], how-
ever, using a denser grid for surface tracking can lead to artifacts.
For example, suppose that we have a thin water structure tracked via
a dense grid (Figure 3 (a)). The problem occurs when the simulator
tries to solve the projection step for maintaining incompressibility.
As shown in Figure 3 (b), the simulation grid cannot resolve such
high-frequency signals. The liquid regions that are not captured
will vanish because they are no longer incompressible. To resolve
the above problems, we present the liquid-biased filter, which can
effectively conserve incompressibility of small liquid fractions.

Figure 4: Shower simulations generated with the liquid-biased fil-
ter (top row), and without the liquid-biased filter (bottom row).
Both simulations were performed with a 128 × 128 × 64 grid, and
a 512 × 512 × 256 octree grid was used for surface tracking.

5.1 Liquid-Biased Filtering

When sampling needs to be done, a filter can be designed to re-
duce the aliasing error. A sophisticated filtering method is required
when downsampling the surface from a dense grid to a coarse grid.
Several filters have been proposed for reconstructing implicit sur-
faces [Marschner and Lobb 1994]. The immersed boundary ap-
proach [Song et al. 2005], which uses a smeared delta function as a
filter, is also an anti-aliasing method. Although the reconstructed
distance value may be accurate in the above methods, however,
the sign may be flipped. Therefore, even when using sophisticated
downsampling filters, some parts of the liquid volume may still be
interpreted as air regions.

In this context, we design a new filter, which we call the liquid-
biased filter since it is targeted to not missing liquid regions in the
process of downsampling. Our filter makes the liquid regions of the
coarse grid enclose all the liquid regions of the dense grid by sim-
ply shifting the level set threshold value. Let us denote the level sets
defined on the coarse and dense grids as φC and φD, respectively.
The liquid surface in the dense grid is defined as the zero-level set
φD = 0. From the definition of the signed-distance function, the
region φD < ε (where ε is a small positive number) includes the re-
gion φD < 0. We define ε to be ε′ ·hC , where hC is the grid size of
the coarse grid. In transferring the liquid surface in the dense grid
to the coarse grid, here we take the incompressible region accord-
ing to φC < ε (the regions enclosed by the red line in Figure 3 (c)),
instead of φC < 0 (the regions enclosed by the dotted line in Fig-
ure 3 (c)). We set ε′ = 0.5 to capture even the thinnest structures in
the dense grid.

To solve free-surface incompressible flow, we apply the ghost fluid
method [Gibou et al. 2002] with a Dirichlet boundary condition on
the surface given by the atmospheric pressure p = patm. Since
we define the incompressible region as φC < ε, the pressure p at
φC = ε should be patm. Let us consider solving the one dimen-
sional pressure Poisson equation, where the interface φC = ε is
located between grid points i and i + 1 (of the coarse grid), and the
above Dirichlet boundary condition is applied at that interface. The



discretized Poisson equation can be written as,

pG
i+1 − 2pi + pi−1

h2
C

=
ui+1/2 − ui−1/2

hC
, (13)

where pG
i+1 is the ghost pressure value extrapolated from the inter-

nal side of the liquid. To obtain pG
i+1, linear extrapolation can be

performed with

pG
i+1 =

patm + (θ − 1)pi

θ
, (14)

where θ is the normalized distance from grid point i to interface
φC = ε. Substituting equation (14) into (13) produces a linear sys-
tem that can be solved using the preconditioned conjugate gradient
method. The computed pressure contains an error, since we shifted
the boundary about 0.5ε. However, this liquid-biased filtering suc-
cessfully preserves sub-cell scale liquid fractions.

The effect of the liquid-biased filter against aliasing is shown in
Figure 4. In this simulation, liquid sprays are emitted by nozzles
and drop into a rectangular container. When the liquid-biased fil-
ter is used, the water level rises as expected. Without the liquid-
biased filter, however, the water level does not rise because the thin
water layer at the bottom of the container is not captured via the
coarse simulation grid. During the liquid-biased filtering, however,
we do not accumulate the down-sampled volume over time. Thus,
we don’t apply an opposite bias, and there is no accumulation of
volume. In the same context, we would like to make it clear that
the liquid-biased filtering is different from the thickening method
by Chentanez et al. [2007], which adds more thickness where the
volume loss occurs.

Due to its Eulerian representation of the surface, the level set
method can automatically handle topological changes. Numerical
diffusion has a catalytic role in generating the topological changes.
When the grid resolution increases, the amount of diffusion de-
creases, which can lead to prevention of topological changes. In
particular, when liquid-biased filtering is used on a high-resolution
grid, two adjoining liquid volumes may remain disjoint rather than
combining.

To properly handle topological changes, artificial diffusion can be
applied to force the liquid to merge. The amount of diffusion should
be as small as possible, since it might blur out desirable surface
details. Also, the diffusion should be biased to the merging of liq-
uid, since merging of air means deletion of the liquid sheet. To
meet these requirements, we simply reinitialize the level set from
φD = d (instead of φD = 0), where d is a small positive num-
ber. Due to the property of the level set, merging takes place if the
distance between the liquid volumes is less than 2d. We found that
setting d = 0.1hC gives plausible results. However, parameter d is
actually not that sensitive. Value nearby 0.1hc will suffice.

6 Results

All experiments reported in this paper were performed on an In-
tel Core2 Quad Q6600 2.4 GHz processor with 4 GB of mem-
ory without parallel execution. We used uniform regular staggered
grid for the coarse mesh, and an adaptive octree grid for the dense
mesh. Every physical quantity except the level set was stored in the
coarse grid. In all simulations, the advection step was performed
using the first-order semi-Lagrangian method. The particle level
set method [Enright et al. 2002] was used to correct the numerical
dissipation error during the level set advection. We used 1 ∼ 2 for
b, 10 ∼ 50 for α, and 0 ∼ 1 for the magnitude of the noise. In
addition, we used 1.5× hC for e in equation 2, and 799/801 for A
in equation 9. We restricted CFL number to be under 3 for stability.

Figure 5: Liquid sprays injected toward a dragon model. The sim-
ulation was performed using a 160 × 80 × 80 regular grid, and
surface tracking was performed using a 640 × 320 × 320 octree
grid.

Figure 1 shows the result obtained when the proposed simulator
was applied to the reproduction of a liquid interacting with a static
solid obstacle. The simulation took about 8 to 120 seconds to ad-
vance a single animation frame, depending on the scene complexity.
Most of the computational time was spent performing the octree re-
finement. The simulator successfully reproduced the fine details of
liquid sheets and droplets that form as the liquid volume hits the
statue.

In Figure 5, a large number of massless particles are emitted from
the nozzles, and are soon converted into a grid-based surface by the
particle level set method. Due to our vortex sheet model and high-
resolution surface tracking grid, complex details of the liquid can be
simulated and visualized, even with a relatively coarse simulation
grid. About 10 to 30 seconds were required to simulate a single
animation frame.

To compare the simulation quality afforded by the proposed method
with that achieved using conventional free-surface and multiphase
simulations, we performed another experiment in which the vari-
ous methods were used to simulate a large water ball dropping into
a rectangular body of water under gravity. In this experiment, we
did not utilize level-set particles. We simulated the scene with the
proposed method (Figure 7 (a)), with the conventional free-surface
flow (Figure 7 (b)), with a multi-phase solver (Figure 7 (c)), and
with the conventional free-surface flow but with a higher-resolution
simulation grid such that the computation time is the same as in
Figure 7 (a) (Figure 7 (d)). Figure 7 demonstrates that, compared
to the other approaches, the proposed method generates a more re-
alistic result that retains complex details and thin structures.

We note that the liquid-biased filter is designed to precisely capture
subcell-sized interfaces, not to compensate volume error. However,
the liquid-biased filter is helpful in preserving volume. Complex
scene like Figure 4 shows some volume errors over time, as shown
in the blue-solid line in Figure 6. Thin structures like shower stems
generate mass losses, and it gains volume slightly more than the in-
put flow, due to the topology handling step. However, compared to
the setup without liquid-biased filtering (red-solid line), our solver
shows better performance in volume conservation. When we mea-
sured volume variation for the water-ball drop experiment (Fig-
ure 7), it had +0.56% volume errors between the first frame and
the last frame, and +0.67% for the maximum error at 97th frame.
These small errors were occurred because tangling sheet of of air
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Figure 6: The volume change rates of the shower experiments in
Figure 4. Dashed line, blue solid line, and red solid line indicates
the input flow, experiment with the liquid-biased filter, and experi-
ment without the liquid-biased filter, respectively.

or isolated bubbles are deleted when topologies was changed.

To simulate micro-scale surface tension effects, we applied sur-
face tension force [Hong and Kim 2005] with geometrical diffu-
sion [Wojtan and Turk 2008]. Even if the process is not entirly
physically-correct, we’ve found that the additional diffusion pro-
cess is quite essential for reducing the artifacts caused by super-
sampling method and particle level set correction.

In our experiments, we did not employ high-order schemes, such as
BFECC or CIP. We note that such decision was not to replace high-
order schemes with the proposed method. In fact, if the proposed
method had combined with a high-order scheme, it would have pro-
duced richer details. What this paper tries to demonstrate is that the
proposed method can produce complex liquid scenes without in-
creasing the overall accuracy of the simulation but via an effective
use of computation to more important regions (in the production of
visual effects) and explicit user control.

7 Conclusions

In this paper, we have presented a novel framework for simulating
complex liquid motion, introduced by phase interface dynamics.
We noted that when thin liquid structures make fast movements in
air, the interfacial dynamics becomes a dominant component of the
liquid motion. We demonstrated that complex phase-interface dy-
namics can be effectively simulated using the free-surface model
by introducing the Eulerian vortex sheet method. By making sev-
eral extensions to the original vortex sheet method, we devised an
interfacial dynamics solver capable of reproducing a wide range of
liquid scenes with artistic control.

To track the surface under the complex fluid flow, we employed an
extra high resolution grid for surface tracking, in addition to the
simulation grid. In this setup, the mismatch caused by the down-
sampling from the dense to the coarse grids could result in aliasing
errors. In simulating thin liquid structures, loss of liquid volume is
more noticeable than that of air volume. We proposed a new filter
targeted to this situation, called the liquid-biased filter. This fil-
ter was able to downsample the surface without unrealistic volume
loss.

Our method has several limitations. By simulating only water with
a free surface boundary, it can cause dissipation of air. For example,
air bubbles are easily smeared out inside the water volume, rather
than rising to the water surface. This is partially due to the use of the
liquid-biased filter which expands the water regions. In situations
where accurately capturing both air movement and water dynamics
is essential, a multiphase solver [Song et al. 2005; Hong and Kim
2005; Losasso et al. 2006] could be used as a basic Navier-Stokes

(a) (b)

(c) (d)

Figure 7: Water-ball drop experiment. The top row shows snap-
shots generated using the proposed method (vortex sheet with sur-
face super-sampling). The simulation resolution was 963, and the
surface tracking resolution was 3843. (a) The close-up version of
the fourth snapshot in the top row. The rest of the images in the
middle and bottom rows were taken during the same simulation as
(a). (b) The result of the conventional free-surface flow simulation
with the same simulation resolution (963). (c) The result of a multi-
phase simulation with the same simulation resolution (963). (d)
The result of a conventional free-surface flow simulation but with a
higher simulation resolution (1283).

solver. Our super-sampling model cannot capture very tiny droplets
below the super-sampling resolution because it is still based on Eu-
lerian sampling.
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