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Baroclinic Turbulence with
Varying Density and Temperature

Doyub Kim, Seung Woo Lee, Oh-young Song, and Hyeong-Seok Ko

Abstract—The explosive or volcanic scenes in motion pictures involve complex turbulent flow as its temperature and density
vary in space. To simulate this turbulent flow of an inhomogeneous fluid, we propose a simple and efficient framework. Instead
of explicitly computing the complex motion of this fluid dynamical instability, we first approximate the average motion of the fluid.
Then, the high-resolution dynamics is computed using our new extended version of the vortex particle method with baroclinity.
This baroclinity term makes turbulent effects by generating new vortex particles according to temperature/density distributions.
Using our method, we efficiently simulated a complex scene with varying density and temperature.

Index Terms—fluid animation, variable density, turbulent flow, vortex particle method
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1 INTRODUCTION

MANY of the dynamic scenes in motion pictures
involve hot, smoky, and violent fluid phenom-

ena, such as a mushroom cloud from a bomb explo-
sion or an ash cloud from a volcanic eruption. Such
phenomena can be described in more physically based
terms as inhomogeneous fluid dynamical instability
resulting from density/temperature fluid flows. Al-
though this instability has been well studied in fluid
dynamics for several decades as a turbulence effect,
it has rarely been discussed in the field of computer
graphics. In this paper, we define such effects arising
from varying density and temperature as baroclinic
turbulence, and, from the perspective of visual effects,
we propose an efficient way of modeling and imple-
menting such baroclinic turbulence effects.

In meteorology, it is said that complex shapes of
stratified clouds are made when density is coupled
with temperature as well as pressure; this is called
an atmosphere baroclinic system. In the area of fluid
dynamics, such baroclinic systems have been modeled
as a collection of multiple shearing layers resulting
in stratified instability turbulence. Compared to sys-
tems with homogeneous fluid, flows with variable
density and temperature will have additional driving
and stabilizing forces that give rise to new instabil-
ity mechanisms [1]. In addition, many theories and
experiments have established that varying density
and temperature are dominant factors in simulating
complex motion of fluids in mixed inhomogeneous
streams [2], [3], [1]. In the field of combustion, this
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misalignment of the pressure gradient and thermal
gradient is regarded as one of the major vorticity
generating factors that lead to fire whirls which are
easily observed in mesoscale fires and volcanic erup-
tions [4], [5]. Especially, under conditions of weak
mean horizontal flow, the buoyantly forced vortices
are mainly generated through the baroclinic and fea-
ture the oscillatory nature of heat sources ranging in
scales from candles to pool fire [6], [7]. We focus on
this vorticity generating factor and adopt the concept
of varying density and temperature as the source of
instability.

Recently, simulating turbulence effects has been
actively studied in the area of computer graphics [8],
[9], [10]. These methods mainly focus on generating
subgrid turbulence based on procedural or energy-
based syntheses. Such approaches are based on the
extrapolation method for generating high-frequency
flow fields. Other frameworks, such as vortex particle
methods, have also been introduced for simulating
complex swirls and successfully generated detailed
velocity fields on a fine scale. However, as all of these
methods are based on homogeneous fluids, they have
limitations in creating turbulence effects according to
density distribution.

To simulate these baroclinic turbulence effects in
an inhomogeneous fluid, the governing equations
should encompass effects associated with the vari-
able density and temperature of these systems. Such
complex dynamics has been well studied in the field
of computational fluid dynamics for several decades,
and various types of instability can be simulated using
existing frameworks [11], [12], [13]. However, the tur-
bulent motion and complexity of flows with variable
density and temperature make numerical simulation
of such flows very challenging. In fact, simulation
of inhomogeneous fluids using existing methods is
impractical, as it requires the direct computation of
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the complicated governing equations. To create visu-
ally plausible simulation results using those meth-
ods, simulations must be performed with a high-
resolution setup using high-order numerical schemes.
Thus, from the perspective of creating visual effects,
the impracticality of such an approach stems mainly
from the computational resources required.

Here, we present a new framework for simulating
baroclinic turbulent flows. The framework considers
spatially varying density and temperature in an effi-
cient way. As mentioned, the computation of density
and temperature effects, which involves solving the
governing equations under conditions of varying den-
sity and temperature, is the most challenging aspect
of simulating such flows. In our framework, we ap-
proach this problem by hybridizing the conventional
grid-based method with a new, extended version of
the vortex particle method. First, we use a simple
buoyancy model to simulate the average motion of the
fluid, and this approximate model is used to solve the
global dynamics on a coarse grid. Next, to implement
complex instability effects at subgrid resolution, we
propose an extended vortex particle solver including
baroclinity, which is the key term for modeling spa-
tially varying density. We also extend the conventional
baroclinity computation so that the effects of spatially
varying temperature can be integrated. This extended
version of baroclinity enables generation of different
turbulent shapes, according to density/temperature
distributions, that cannot be captured in previous
homogeneous fluids. Finally, the solutions of our new
vortex particle solver are synthesized to produce the
baroclinic turbulence effects. Through these pipelines,
we efficiently simulated the complex scene of varying
density and temperature.

2 PREVIOUS WORK

After Stam [14] introduced the unconditionally stable
fluid solver based on a semi-Lagrangian advection
method and implicit-pressure projection, Fedkiw et
al. [15] adopted a vorticity confinement method to
model the small-scale fluid details that were not
captured in a coarse grid. Selle et al. [16] and Park
and Kim [17] introduced a Lagrangian vortex par-
ticle method, and Bridson et al. [18] introduced a
curl noise method for procedural fluid flows. Kim et
al. [8] proposed a band-limited wavelet noise method
and Schechter and Bridson [9] and Narain et al. [10]
used an energy transport model for turbulence effects.
Also, Pfaff et al. [19] adopted vortex particle and
synthesizing methods using an artificial boundary
layer specified by Reynolds modeling. As finite nu-
merical calculations cause vorticity dissipation, high-
order advection methods have also been developed,
including the back-and-forth error compensation and
correction method (BFECC) [20], MacCormack [21]
and the constrained interpolation profile [22] method.

From a computational fluid dynamics perspective,
the inclusion of a varying density term to model
inhomogeneous fluids has been actively studied in
other fields of engineering. Thorpe [23] indicated that
Kelvin–Helmholtz type instability is one of the main
factors causing turbulence. According to Turner [24],
a variable density generates vorticity through the
baroclinic torque, explained by the curl of the den-
sity gradient and the pressure gradient. Brown and
Roshko [2] demonstrated this phenomenon exper-
imentally by applying density gradient effects in
mixing layers. Corcos and Sherman [25] suggested
that the baroclinic secondary Kelvin–Helmholtz-type
instability is caused by vorticity braids (large vor-
ticity cores connected by thin vorticity layers). An-
derson [26] introduced vortex methods considering
both the vorticity and density gradient. Sethian and
Ghoniem [12] further developed this method to sim-
ulate thermally stratified layers. Reinaud et al. [3]
focused on the effects of baroclinity on the two-
dimensional shear layer beyond the Boussinesq ap-
proximation. Forthofer et al. [5] examined the influ-
ence of vortices in generating extreme fire behavior
and adopted the baroclinic term as one of main factors
to cause these turbulent effects.

3 COARSE-GRID BUOYANCY SOLVER

As mentioned in section 1, our framework consists of
two major stages. Assuming that an inhomogeneous
fluid has spatially varying density and temperature,
we first use a buoyancy model to calculate the average
motion of the inhomogeneous fluid flow, based on an
incompressible flow [15]. In this section, we briefly
review this framework.

Our framework assumes a viscous incompressible
flow when modeling the inhomogeneous fluid. The
incompressible Navier–Stokes equations are given by
the momentum conservation equation

∂u

∂t
+ (u · ∇)u = −∇p

ρ
+ ν∇2u+B, (1)

and the mass conservation equation

∇ · u = 0, (2)

where u, p, ρ, ν, and B represent the velocity, pressure,
density, viscosity, and body force, respectively. We
solve the above equations using the stable fluids
framework of Stam [14], which includes solving the
pressure Poisson equation

∇ ·
(
∇p

ρ

)
=

∇ · u
∆t

, (3)

where ∆t is the simulation time-step. The pressure
Poisson equation can be solved using an iterative
method such as the preconditioned conjugate gradient
or multigrid method. However, the above equation
involves a variable density term inside the divergence
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Fig. 1. Simulation of smoke from a hot emitter. The simulation was carried out using a 64×96×64 simulation
grid and a 256×384×256 grid was used for the high-resolution synthesis. The simulation took about 9.3 s per
time-step.

operator on the left-hand side. This implies that the
resulting linear system has a relatively large spectral
radius, and hence will require many more iterations
to converge. Also, aggregating the thermodynamics
terms with the incompressible flow equations is a
nontrivial task from the standpoints of both efficiency
and consistency. Thus, when solving the dynamics at
a coarse level, we adopt the simple buoyancy model
of Fedkiw et al. [15],

fbuoy = −αρsz+ β(T − Tamb)z, (4)

where α and β are two control parameters, and T and
Tamb represent the temperature and ambient temper-
ature, respectively. The above equation encompasses
the pressure effects of density and temperature. Thus,
instead of exactly solving equation 3 with varying
density and thermodynamics, we first solve equa-
tion 3 with constant density ρ̃ = 1,

∇2p̃ =
∇ · u
∆t

, (5)

and solve equation 4 to include varying density and
temperature effects. By using the buoyancy model
solely, the average motion of the smoke reflects the
distribution of density and temperature field in global
scale.

The evolution of smoke density and temperature
can be computed by solving advection and diffusion
equations for each term. The equation for the temper-
ature can be expressed as

∂T

∂t
+ (u · ∇)T = µT∇2T, (6)

where T and µT are the temperature and heat diffu-
sion coefficients, respectively. Similarly, the equation
for the smoke density can be written as

∂ρs
∂t

+ (u · ∇)ρs = µρs∇2ρs, (7)

where ρs and µρs are the smoke density and diffusion
coefficient for smoke, respectively. Here, note that the

smoke density ρs is not the fluid density ρ used in
equation 1, but rather is simply an occupation ratio
of airborne microscale particles.

4 BAROCLINIC VORTEX PARTICLE SOLVER

By solving the equations in the previous section, the
average motion of a fluid can be simulated. When
sophisticated higher-order numerical methods with
high-resolution discretization are applied, complex
turbulent motion can be generated. However, such
an approach is numerically very expensive. An alter-
native is to use a hybrid method based on a vortex
particle solver to generate highly turbulent effects that
are unachievable in a coarse grid. As this approach,
however, shows limitations when implementing in-
homogeneous fluid scenes at the subgrid level, we
try to add variable density and temperature effects
in the form of baroclinity. Through our new extended
version of the vortex particle solver, we can model
subgrid dynamics based on the inhomogeneity of the
fluid. In this section, we show how we effectively
adopt varying density and temperature in terms of
baroclinity.

4.1 Solving the Vorticity Equation
Based on the solution computed by the coarse-
grid fluid solver, we extend the vortex particle
method [16], [27] to solve the dynamics on a fine scale.
The vorticity equation describes the evolution of the
vorticity ω = ∇×u of a fluid element as it moves, and
can be derived from the conservation of momentum
equation 1. In the Lagrangian framework, its general
vector form can be expressed as [28]

Dω

Dt
= (ω · ∇)u+

1

ρ2
∇ρ×∇p+∇×B+ ν∇2ω. (8)

The first term on the right-hand side of the above
equation describes the stretching or tilting of the
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Fig. 2. When fluid motion is dominated by a down-
ward pressure gradient, the baroclinic effect creates
vorticity according to equation 9. Here, a brighter color
indicates a lower density, and the circle represents a
vortex particle.

vorticity resulting from the velocity gradients. The
second term on the right-hand side is the baroclinic
vector, which we focus on in this section. The body
force term B is usually a gravitational force, and if
the gravity is given by a constant number, the third
term drops out. The last term describes the diffusion
process of the vorticity vector.

4.2 Capturing the Effects of Varying Density and
Temperature
In a fluid with variable density, the baroclinic source
term appears in the vorticity equation whenever sur-
faces of constant density and surfaces of constant
pressure are not aligned. As shown in figure 2, such
misalignments generate a vorticity vector, referred to
as the baroclinic vector. The baroclinic contribution in
equation 8 can be expressed solely as

b =
1

ρ2
∇ρ×∇p. (9)

Instability arising from the baroclinic vector is a fluid
dynamical instability of fundamental importance in
inhomogeneous fluids with varying density. Unlike
the advection, stretching and tilting terms in equa-
tion 8, this baroclinic vector can generate vorticity
in cases where the pressure gradient and thermal
gradient are not parallel. This effect of the baroclinic
term has been actively studied in the area of fluid
dynamics, including research on the mixing processes
of inhomogeneous fluids [3] and extreme fire behavior
[5]. From the perspective of modeling the subgrid
dynamics of an inhomogeneous fluid, we assume
that the baroclinic vector is the major source of the
turbulence effects observed in these fluids.

To compute the baroclinic vector, evaluation of the
pressure and density gradients is required. However,
neither of the terms can be defined explicitly in the
approximate buoyancy model since we approximated
pressure p to p̃, and density ρ to a constant, for com-
putational efficiency. As the baroclinic vector handles
the effects of varying density and pressure, we need
to calculate these terms more precisely.

Since, for efficiency, we assumed a constant den-
sity when solving the pressure Poisson equation, the
resulting pressure at the coarse-grid level is only

an imaginary scalar field to make the fluid incom-
pressible. One possible way of computing the phys-
ical pressure is to use an equation of state such as
p = k ρ0

γ (( ρ
ρ0
)γ − 1) [29]. Unfortunately, under this

approach, the resulting pressure gradient will depend
on the density, and taking the cross product with the
density gradient will always give a zero baroclinic
vector.

Instead, we focus on the approximation process of
the buoyancy model we used, and see how the effects
of the density and pressure are redistributed. In the
original momentum equation without approximation
(equation 1), a uniform gravitational force is applied
to the fluid field, and the effect of spatially varying
density (baroclinity effect) is integrated inside the
resulting pressure field. Thus, even with a constant
gravitational field, a region with lighter density tends
to arise, creating vorticities around it. Meanwhile, in
the buoyancy model, the effect of such an ascending
current due to gravity is moved to the buoyancy force
(equation 4), and the pressure field is only responsible
for making the fluid field incompressible, generating
vorticities.

Now, we try to reflect the same concept in evaluat-
ing the subgrid varying density and pressure terms.
From an intuition of the relations between pressure,
density, gravity, and buoyancy, we rewrite the second
and third terms in equation 8 as

b̃ =
1

ρ2
∇ρ×∇p̃+∇× fbuoy. (10)

As mentioned earlier, the third term in equation 8
vanishes when assuming a constant gravitational field
as the body force. Here, however, we assumed that
the effect of a vertical current in the pressure field,
resulting from the gravitational effect, is transferred
to the buoyancy force, the same as in the coarse-grid
solver. Thus, we can consider the body force term as
a spatially varying function that needs calculation. As
the buoyancy force takes part in the baroclinity effect
from the first term of the above equation, we denote
these two terms as a pseudo-baroclinity vector b̃.

In addition to the pressure, the density term should
also be evaluated. Here, we define fluid density as a
combination of the smoke density and the tempera-
ture; this can be written as

ρ = aρs + b
1

T
, (11)

where a and b are user-given coefficients. The first
term in the above equation indicates that the density
is higher when the smoke participation is high. In
addition, the spatial distribution of the temperature
is reflected by the second term of the above equation;
this indicates that a higher temperature gives a lower
density. In terms of thermodynamics, density, pres-
sure, and temperature are tightly coupled, requiring
delicate computation for evaluation of the density.
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Fig. 3. Simulation of smoke using various heat sources of different strength. The simulation was carried out
using a 96×64×96 simulation grid and a 384×256×384 grid was used for the high-resolution synthesis. The
simulation took about 15.7 s per time-step.

However, similar to the buoyancy model in Fedkiw
et al. [15], for simplicity, we take a phenomenological
approach.

As shown in figure 3, our approximated pressure
and density can simulate various effects by controlling
the heat source. Note that the results with lower
temperature show laminar flow, and the results with
higher temperature show turbulent flow. Using our
method, we effectively realized the baroclinic turbu-
lent effects.

The handling of the boundary conditions for the
vortex particle method is not part of our contribution.
Sophisticated treatment of turbulence effects near the
boundary can be found in [19]. In our simulations, we
ignored the turbulence effects caused by fluid–solid
interactions, and simply applied a heuristic damping
force when vortex particles are near the boundaries.

4.3 Seeding Vortex Particles

Based on the equations we formulated, the vorticity
equation can be computed using equation 8 with the
vortex particle method. For the actual simulation, we
must define where and how much to seed vortex
particles in our simulator.

Instead of seeding vortex particles randomly, we
place new particles where the baroclinic contribution
is worth capturing. For each grid cell, we first measure
the magnitude of the baroclinic vector, and compare
it with the user-given criterion c as follows:

|b̃(x)| > c. (12)

If the above condition is met, we perform a Russian
roulette,

Np,max

Ngrid
∆t > ξ, (13)

(A) (B)

Fig. 4. Comparison between our adaptive seeding
method (A) with simple random seeding method (B).

to control the birth rate of vortex particles. Here,
Np,max is the maximum number of new particles per
second, Ngrid is the total number of grid cells, and
ξ ∈ [0, 1] is a uniform random number. When both
criteria are met, we seed a particle with an initial
vector of ∆tb.

Figure 4 compares the results from two different
particle seeding strategies. For both simulations, heat
sources with various temperatures are used to empha-
size the effect of baroclinic vector and the maximum
number of vortex particles used was about 4,000. The
result from our new seeding policy (A) shows more
swirls near the hot region, while the simple random
seeding approach (B) gives less turbulent simulation
result. Since the simple random seeding approach
uniformly distributes the vortex particles even for
the region that is not highly important, our adaptive
seeding approach shows better result qualitatively.

Definitely, with sufficiently many vortex particles,
there’s not a huge difference between the both random
seeding and adaptive seeding. However, with smaller
number of particles, we can see that the result from
adaptive seeding is better qualitatively. This can be
understood similarly to the sampling methods of
Monte-Carlo simulations.
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Fig. 5. Simulation of blowing gas to a hot obstacle. The simulation was carried out using a 96×64×96 simulation
grid and a 384×256×384 grid was used for the high-resolution synthesis. The simulation took about 16 s per
time-step.

5 VELOCITY SYNTHESIS

After solving the two simulation stages, two sets
of solutions should be synthesized. We achieve this
using an approach similar to that taken by Yoon et
al. [27].

First, we define the vector potential field from the
vortex particles. The vector potential can be expressed
as

Ψ(x) =
∑
p

w(|x− xp|)ωp, (14)

which is a direct summation of all of the vortex
particles. For choosing w, we use a truncated Gaussian
function, as described in Selle et al. [16] and Pfaff et
al. [19].

After defining the vector potential field, the high-
resolution velocity (U) synthesized from the grid and
vortex particles can be expressed as

U(x) = u(x) +∇×Ψ(x). (15)

As in Kim et al. [8] and Yoon et al. [27], the above
U is then used for computing high-resolution density
and for temperature computation.

6 RESULTS

All the experiments reported here were performed on
an Intel Core i7 X 980 3.33 GHz processor with 8 GB
of memory. We used a uniform regular staggered grid
for discretization. The advection term was computed
using the BFECC method [20]. For all the experiments
in this section, we used α = 6.250 × 10−4, β = 5.000,
a = 1.000× 10−5, b = 1.000, and c = 0.013. The vortex
particle solver was parallelized using the OpenMP
library. We did not use any fire/flame solver in any
of the experiments, but the temperature data are
rendered with color mapping to emphasize the effects
of the heat sources.

Figure 1 shows the results of a simulation of smoke
generated from a hot spherical emitter. The simulation
was carried out using a 64×96×64 simulation grid,
and a 256×384×256 grid for the synthesis. The simu-
lation took about 9.3 s to advance a single time-step,
and the maximum number of vortex particles used
was 10,000. Note that complex curly structures are
generated around the body of smoke. These structures
have their own shapes, but are aligned to the center
line of the smoke column. The baroclinity is the key
term for generating such a pattern in turbulent flow;
this is hard to achieve with randomized particles.

Figure 5 shows the results of a simulation of blow-
ing gas to a hot obstacle. The simulation was car-
ried out using a 96×64×96 simulation grid, and a
384×256×384 grid for the synthesis. The simulation
took about 16 s to advance a single time-step, and
the maximum number of vortex particles used was
about 130,000. This example illustrates that gas shows
turbulent motions as its temperature increases while
passing by the heat obstacle.

Figure 6 shows how our method can create different
turbulence effects compared to the other frameworks.
The basic configuration is as same as shown in fig-
ure 3. The first simulation (A) without the vortex par-
ticle method shows uprising smoke without any tur-
bulence effects. The second simulation (B) shows the
result from the conventional vortex particle method,
which randomly seeds particles and solves vortex
equation without baroclinity terms. We can observe
that the turbulence effects are generated regardless
of the underlying temperature distribution, resulting
unrealistic turbulence behavior. The last simulation
(C) shows more arranged turbulence effects by seed-
ing and computing the vortex particles according to
the spatially-varying density and temperature. In this
case, the laminar flow can be observed where the tem-
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(A) (B) (C)

Fig. 6. Comparison between our method with other methods under the same configuration. The left-most image
(A) shows the result from the simulation without vortex particles. The image in the middle (B) shows the result
from the conventional vortex particle method, and the right-most image (C) shows the result from our method.

No Vortex Particles Conventional Vortex Particle Method Our Method

Advection 7.568 7.534 7.474
Projection 0.308 0.313 0.325
Diffusion 0.837 0.841 0.828
Vortex Particle N/A 5.208 5.879
Total 9.481 15.088 15.641

TABLE 1
Average simulation time (sec) for advancing a single time-step using various methods. Major routines

(advection, projection, diffusion, and vortex particle step) are measured seperately.

perature is low, while the turbulent flow is generated
at the hot region. The simulation was carried out us-
ing a 96×64×96 simulation grid, and a 384×256×384
grid for the synthesis. The simulation took about 15.7
s to advance a single time-step, and the maximum
number of vortex particles used was about 40,000
(for both simulations using vortex particles). Table 1
shows the average simulation times for each time-
step. Even with the computation of baroclinity effects,
the average time for the computation increased neg-
ligibly (3.6%).

7 CONCLUSION

In this paper, we have presented a simple and efficient
method for simulating fluid flows with spatially vary-
ing density and temperature. To simulate this type of
very complex flow, we separated the direct numerical
solver into two stages. First, instead of directly com-
puting the contributions of the variations in density
and temperature, we adopted a simple incompressible
buoyancy solver to compute the average motion of the
flow. Then, our method finds the turbulence source
in the dynamics by focusing on the varying density
and temperature. The turbulent subgrid dynamics of
the inhomogeneous fluid was calculated using our
new baroclinic vortex particle solver, and, finally, the
average motion was synthesized. We would like to
emphasize that our framework is a dynamics-driven
turbulence model for solving fluids with varying

density and temperature that have not been studied
enough in computer graphics. Our method can gen-
erate more realistic fluid scenes according to density
and temperature distributions in a simple and efficient
way.

Our simplified approach does, of course, have
drawbacks. The main limitation of the proposed ap-
proach is that the approximated fluid dynamics does
not accurately handle variable density and thermody-
namics at the coarse-grid level. However, we believe
that, for the purpose of creating visual effects, the
practicality of our approach far outweighs the loss
in accuracy. Further, for simplicity, our model does
not include the variable viscosity of inhomogeneous
fluids. However, for buoyancy-driven fluids, such as
rising hot smoke, density and temperature variations
dominate the motion, hence we assumed that the
effects of the variable viscosity could be neglected.
Finally, it should be noted that our assumption may
not be valid if the density and viscosity contrasts are
large (such as at an air–water interface) or if a system
contains chemical reactions. For such cases, it would
be more suitable to use a multiphase [30] or flame [31]
solver. However, we believe that our approach can be
applied to such systems to create turbulent motion;
this will be the focus of our future work.
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